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The Transients Classification Pipeline (TCP) is a
Berkeley-led, Python based project which federates
data streams from multiple surveys and observato-
ries, classifies with machine learning and astronomer
defined science priors, and broadcasts sources of in-
terest to various science clients. This multi-node
pipeline uses Python wrapped classification algo-
rithms, some of which will be generated by training
machine learning software using astronomer classi-
fied time-series data. Dozens of context and time-
series based features are generated in real time for
astronomical sources using a variety of Python pack-
ages and remote services.

Project Overview

Astronomy is entering an era of large aperture, high
throughput surveys with ever increasing observation
cadences and data rates. Because of the increased time
resolution, science with fast variability or of an explo-
sive, “transient” nature is becoming a focus for several
up and coming surveys. The Palomar Transients Fac-
tory (PTF) is one such project [PTF]. The PTF is
a consortium of astronomers interested in high vari-
ability, “transient” science, and which has a dedicated
survey telescope as well as several follow-up telescope
resources.

Berkeley’s Transients Classification Pipeline (TCP)
is a Python based project that will provide real-
time identification of transient science for the Palomar
Transients Factory’s survey telescope, which goes on-
line in November 2008.

The PTF’s survey instrument is a ~ 100 megapixel, 7.8
square-degree detector attached to Palomar Observa-
tory’s Samuel Oschin 48 inch diameter telescope. Tak-
ing 60 second exposures, this instrument produces up
to 100 Gigabytes of raw data per night. Immediately
following an observation’s exposure and read-out from
the detector, the data is uploaded to Lawrence Berke-
ley Laboratory for calibration and reduction, which
results in tables of positions and flux measurements
for objects found in each image. The TCP takes this
resulting data and after several steps, identifies as-
tronomical “sources” with interesting science classes,
which it broadcasts to follow-up scheduling software.
PTF affiliated telescopes are then scheduled to make
follow-up observations for these sources.

Palomar 48 inch telescope, PTF survey detector on
an older instrument (inset).

The TCP is designed to incorporate not only the Palo-
mar 48 inch instrument’s data stream but other tele-
scope data streams and static surveys as well. The
software development and testing of the TCP makes
use of SLOAN Digital Sky Survey’s “stripe 82” dataset
[SDSS] and the near-infrared PAIRITEL telescope’s
real-time data stream [PAIRITEL]. Prior to the com-
missioning of the Palomar instrument, the TCP will
be tested using a historically derived data stream from
the preceding Palomar Quest survey on the Palomar
48 inch telescope.

A long term goal of the Transients Classification
Pipeline is to produce a scalable solution to much
larger, next generation surveys such as LSST. Being
a Python based project, the TCP has so far been rel-
atively easy to implement and scale to current pro-
cessing needs using the parallel nature of “IPython”.
Although the TCP’s processing tasks are easily paral-
lelized, care and code optimization will be needed when
scaling to several orders of magnitude larger next gen-
eration survey data streams.

Two of PTF’s several follow-up telescopes: Palomar
60 inch, PAIRITEL (inset).
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TCP Data Flow

The TCP incorporates several data models in its de-
sign. Initially, the telescope data streams feeding into
the TCP contain “object” data. Fach “object” is a
single flux measurement of an astronomical object at a
particular time and position on the sky. The pipeline
clusters these objects with existing known “sources”
in the TCP’s database. The clustering algorithm uses
Bayesian based methods [Bloom07] and sigma cuts to
make its associations. Each source then contains ob-
jects which belong to a single light source at a spe-
cific sky position, but are sampled over time. Objects
not spatially associated with any sources in the TCP
database are then used to define new sources.

Once a source has been created or updated with addi-
tional object data points, the TCP then generates a set
of real-number “features” or properties for that source.
These features can describe context information, in-
trinsic information such as color, or properties char-
acterizing the source’s time-series “light-curve” data.
The source’s features are then used by classification
algorithms to determine the most probable science
classes a source may belong to.
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Sources which match with a high probability science
classes that interest PTF collaborators, will be broad-
cast to the PTF’s “Followup Marshal” software. The
Followup Marshal delegates and schedules follow-up
observations on various telescopes.

One important design point of the Transients Classi-
fication Pipeline is that it allows the addition of new

data streams, feature generators, and science classifica-
tion algorithms while retaining its existing populated
database. To meet this constraint, the TCP will use
autonomous source re-evaluation software, which tra-
verses the existing source database and re-generates
features and science classifications for stale sources.

Science Classification and Follow-up

Time-variable astronomical science can be described
as a hierarchy of science classes. At the top level,
there are major branches such as “eruptive variables”
or “eclipsing binary systems”, each of which contain
further refined sub-classes and child branches. Each
science class has an associated set of constraints or
algorithms which characterize that class (“science pri-
ors”). Determining the science classes a source be-
longs to can be thought of as a traverse along the class
hierarchy tree; following the path where a source’s
characteristics (“features”) fall within a science class’s
constraints. These science priors / classification algo-
rithms can be either astronomer defined or generated
by machine learning software which is trained using
existing classified source datasets.
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12 of the ~150 science classes in the current TUTOR

light-curve repository.
In the case of science types which are of particular
interest to the PTF group, science priors can be ex-
plicitly defined by experts in each field. This is impor-
tant since PTF’s primary focus is in newly appearing,
sparsely sampled sources which are tricky to identify
using only a couple data points. As the consortium
develops a better understanding of the science coming
from the Palomar 48-inch data stream, these priors
can be refined. The TCP will also allow different as-
tronomers or groups to define slightly different science
priors, in order to match their specific science defini-
tions and constraints.
Besides using astronomer crafted science priors, a pri-
mary function of the TCP is its ability to automatically
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generate algorithms using an archive of classified light-
curves. These algorithms are then able to distinguish
science classes for sources. Also, as follow-up observa-
tions are made, or as more representative light-curves
are added to the internal light-curve archive, the TCP
can further refine its classification algorithms.

In a future component of the TCP, a summary of the
priors / algorithms which identify a source’s science
class may be added to an XML representation for
that source. The XML is then broadcast for follow-
up observations of that source. The source’s priors in
this XML may be useful for follow-up in cases where
the TCP was unable to decide between several science
classes for that source. Here, software could parse the
priors and identify any features which, if better sam-
pled, would be useful in discerning between these un-
resolved science classes for that source.

The PTF’s “Followup Marshal” will receive TCP’s
broadcasted source XMLs and then schedule follow-up
observations on available telescopes. In the case of a
source with unresolved science classes, the Followup
Marshal may be responsible for choosing a follow-
up telescope based upon the priors mentioned in the
source XML.

Source Features

To distinguish between a variety of different science
classes, many different features need to be generated
for a source. Some features represent context informa-
tion, while others represent intrinsic, non-time-series
stellar properties. A third feature set is derived from
a source’s time-series light-curve.

Context features contain source properties such as the
distance of the galaxy nearest to a source, which could
represent whether the source resides within a galaxy.
In the case that the source closely neighbors a galaxy,
the line-of-sight distance to that galaxy would also be
a useful context feature of that source. The galactic
latitude of a source is another context feature which
roughly correlates to whether or not that source is
within our galaxy. Some of these features require re-
trieval of information from external repositories.

Intrinsic features are neither context related or derived
from time varying light-curves. The color of a stellar
source is one property which astronomers tend to con-
sider as static and unvarying over observable time.

As for time-series derived features, the TCP uses
re-sampling software to make better use of locally
archived example light-curves in order to generate clas-
sification algorithms applicable to the data stream in-
struments.
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Time-series light-curves (above) and their corre-
sponding science classes (below).

Light-Curve Resampling

Currently the TCP has an internal repository of light-
curves which we’ve named TUTOR. As of August
2008, TUTOR contains 15000 light-curves represent-
ing 150 science classes, and derived from 87 papers and
surveys. Since different instruments and telescopes
were used to build the light-curves in this repository,
one aspect of the TCP is to re-sample this data to bet-
ter represent the observation cadences and instrument
capabilities of TCP’s incoming data streams.

Features generated from these re-sampled light curves
are then used as training sets for machine learning soft-
ware. The machine learning software then produces
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science classification algorithms that are more appli-
cable to the incoming data streams and which can be
incorporated with existing science identification priors.

Python Use in the TCP

The TCP is developed in Python for several reasons.
First, the TCP’s primary task, generating features and
determining the science classification of a source, is
easily parallelized using Python. We’ve found the par-
allel aspect of IPython (formerly in the “IPythonl”
branch) performs well in current tests and should be
applicable to the PTF data stream in November. Also,
IPython’s straightforward one-time importing of mod-
ules and calling of methods on client nodes made mi-
gration from TCP’s original single-node pipeline triv-
ial.

The TCP incorporates astronomer written algorithms
in its feature generation software. Python makes for
an easy language which programmers with differing
backgrounds can code. The TCP makes use of classi-
fication code written in other languages, such as “R”,
but which are easily wrapped in Python. In the future,
as we converge on standard science classification algo-
rithms, this code may be re-implemented using more
efficient numpy based algorithms.

An example where Python enabled code re-use, was
the incorporation of PyEphem into TCP’s minor
planet correlation code. PyEphem wraps the C li-
braries of popular XEphem, which is an ephemeris cal-
culating package.

Finally, Python has allowed TCP to make use of sev-
eral storage and data transport methods. We make
use of MySQL for our relational database storage, and
have used the Python “dbxml” package’s interface to
a BerkeleyDB XML database for storage of XML and
structured data. The TCP makes use of XMLRPC and
socket communication, and smtplib may be used to
broadcast interesting follow-up sources to astronomers.
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